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Abstract: Suicide  notes  are  written  documents  left  behind  by  suicide  victims,  either  on  paper  or  on
social  media,  and can help  us  understand the  mentality  and thought  processes  of  those  struggling with
suicidal thoughts. In our preliminary work, we have proposed the use of Time Perspective (TP), which
takes  into  consideration how people  think of  or  appraise  their  past,  present,  or  future  life  would  shape
their behavior, in suicide tendency detection based on suicide notes. The detection result is highly depen-
dent upon a ternary classification task that groups any suicide tendency into one of the three pre-defined
types. In this work, we define the suicidal emotion trajectory, a concept that is based on TP and used for
depicting the dynamic evolution of an individual's emotional state over time, and this trajectory serve as
an auxiliary task to the primary ternary classification task for a multi-task learning model, i.e. TP-Multi-
Bert. The model features Bidirectional Encoder Representation from Transformer (BERT) components,
replacing its counterpart, i.e., GloVe, in the previous model. Thanks to its desirable capability of under-
standing  word  contextual  relationships,  as  well  as  multi-task learning  capability  of  leveraging  comple-
mentary information from various tasks, BERT shows promissing results in further improving the perfor-
mance of suicide ideation detection.

Keywords: suicide  tendency; Time  Perspective  (TP); suicidal  emotion  trajectory; multi-task  learning;
BERT

 
 
1. Introduction

According to the World Health Organization (WHO), there are about 703,000 suicides globally each year, with
millions more experiencing intense grief or being deeply affected by suicidal behavior [1]. A plethora of suicide ten-
dency detection models have, therefore, been developed to capture the potential warning signals of suicide in an early
stage, using a deluge of user activity records on social media [2−4]. Individuals committing suicide often leave a sui-
cide note behind, which is a written document indicative of suicidal intent and can serve as an indicator of suicide
intention.

In our preliminary work on the detection of suicidal ideation [5], Time Perspective (TP) [6] was introduced to
facilitate gaining insights into real motives behind suicide ideation. TPs revolve around the exploration, analysis, and
study of how individuals focus on their past, present, or future and how this state of mind affects their behavior and
psychological state. Part-of-Speech Tagging (POS_TAG) [7] was used for tense detection, and the Emotion English
DistilRoBERTa-base (EED-Bert) algorithm [8] was used for emotion classification. Under weakly supervised learn-
ing, TP-oriented labels for suicide notes (in the form of free-text in the CEASE dataset [5]) were obtained and used as
annotations attached to the original notes. A deep learning model, Time Perspective-Global Vectors for Word Repre-
sentation-Gated  Recurrent  Unit  (TP-GloVe-GRU),  was  also  proposed  for  suicide  tendency  classification.  Both  the
original  notes and related annotations were fed into the model  in pursuit  of  improving the accuracy of suicide risk
assessment.

The  TP-GloVe-GRU model  is  lightweight  yet  effective,  and  outperforms  all  the  benchmarks  on  the  CEASE
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dataset. TP labels representing psychological states at different TPs are added to the same suicide note, treating these
labels as independent when processing. Handling these independently processed TP labels in deep learning models
does not fully exploit the correlations between the labels and can have a negative impact on the accuracy of suicide
tendency detection.

Suicidal  ideation,  often  called  suicidal  thoughts  or  ideas,  is  a  time-dependent  evolving  process.  Studies  have
demonstrated that individuals with suicidal thoughts typically undergo stages of emotional turbulence and dysregula-
tion [9−12]. Their emotions can fluctuate between hopelessness, despair, an fleeting moments of positivity, and sud-
den  deteriorations  in  their  emotional  state  can  significantly  impact  their  psychological  distress.  Presenting  this
dynamic process and capturing emotional changes across various time intervals, may aid in more precise identifica-
tion of potential suicide tendency.

For instance, a TP label sequence like < (past, positive), (present, neutral), (future, negative) > reflects a gradual
emotional downturn in an individual. This approach is more natural and reasonable than that of analyzing a series of
specific emotional snapshots within different time periods without considering the chronological order.

In this work, we use TP label sequences to construct suicidal emotion trajectories, depict the dynamic evolution
of an individual's emotional state over time (see Sect. 3.2), and explore the impact of dynamic emotional changes on
suicide tendencies. The suicidal emotion trajectory is used to serve as an auxiliary task to the primary ternary classifi-
cation task for  a  multi-task learning model,  TP-MultiBert. The model  features a Bidirectional  Encoder Representa-
tions from Transformers (BERT) component that replaces its counterpart, i.e., GloVe, in the previous model. BERT
is a machine learning framework for natural language processing (NLP) and is pre-trained using only a plain text cor-
pus. BERT takes into account the context for each occurrence of a given word. Such a feature allows BERT to be
extremely  favorable  to  applications  such as  suicidal  tendency detection  based on textual  suicide  notes.  We believe
that the introduction of a BERT component in our detection model may enable more accurately capturing of subtle
emotional changes or differences hidden in suicide notes.

Our main contributions are summarized as follows.
(1) We map the nine independent TP labels from our previous work into five categories of suicidal emotion tra-

jectories to investigate the impact of emotional changes reflected by TP labels on the formation of suicidal ideation.
This mapping reveals that the intricate relationship between temporal perspective and emotional dynamics, shedding
new light on the emotional journey within suicide notes and implications for suicide risk assessment.

(2)  We  construct  multiple  tasks,  including  task  A  that  involves  suicidal  emotion  trajectories  and  task  B  that
deals with suicide tendency detection. By adopting a model based on BERT, we validate the enhancement brought by
multi-task learning on suicide tendency detection.

The  paper  is  structured  as  follows.  Sect.  2  summarises  our  previous  efforts  in  the  field  of  suicide  tendency
detection and the application of multi-task learning techniques in this domain. In Sect. 3 we introduce an approach to
TP labeling and present the proposed TP-SuicideBert model. A detailed account of our experimental process is pro-
vided in Sect. 4. We discuss and analyse the experimental results in Sect. 5 and concludes the paper as well as offers
insights into future directions in Sect. 6.

2. Background

2.1. Preliminary Work

We considered TP as the synergy between time and emotions [5], which is key to the understanding of our TP
label design. To begin with, we selected 2,393 sentences from the CEASE dataset, which were originated from real-
world suicide notes of various sources, and we retained 1,805 sentences with rich information on emotions.

T0E0

T1E0 T0E1 T1E1

As shown in Figure 1, we obtained three kinds of time labels for each sentence (i.e., past, present, and future)
using POS_TAG [7] and seven emotion labels via EED-Bert [8]. In the preliminary stage of our research, we simply
mapped these seven emotion labels into three more coarse-grained emotion groups (including positive, neutral,  and
negative). Then, we placed sentences from suicide notes into categories such as single-tensed single-emotion ( ),
multi-tensed  single-emotion  ( ),  single-tensed  multi-emotion  ( ),  and  multi-tensed  multi-emotion  ( ).
Finally, each sentence was labeled with its corresponding TP label. Specifically, we carried out TP labeling on these
sentences, calculating values for nine TP labels using Equation (1).

T Pi =
{(

ti,e j
)
|ti ∈ {past, present, f uture} ,e j ∈ {positive,neutral,negative}

}
(1)

ti e jwhere  corresponds to one of the three time periods: past, present, or future, and  represents one of the three emo-
tions:  positive,  neutral,  or  negative.  As  a  result,  each sentence  is  assigned values  for  the  following nine  TP labels:
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(past, negative), (past, neutral), (past, positive), (present, negative), (present, neutral), (present, positive), (future, nega-
tive), (future, neutral), and (future, positive).
  

Sentence

POS_TAG EED-bert

{past:0, present:4, future:1}

{positive:1, neutral:0, negative:1}

Time & emotion

TE categories

TP labels

Positive

Neutral

Negative

Past Present Future

T0  E0 T1  E0 T1  E1T0  E1

I am crying because I am sorry mom and dad but I am

happy that I will be in heaven and no more attacks.

Figure 1.  An Annotation Scheme for TP Labels.
 

The nine TP labels  are  considered independent  of  one another.  To put  it  simply,  for  a  suicide note,  if  its  TP
label contains (past, positive), (present, neutral), and (future, negative), each of the three labels will be fed into the TP-
GloVe-GRU model with specific weights, and the final suicide probability is calculated as follows:

P (S uicide) =ωpast,positiveP (past, positive)+ωpresent,neutralP (present,neutral)

+ω f uture,negativeP ( f uture,negative) (2)

P (S uicide) P (past, positive) P(present,
neutral) P ( f uture,negative) ωpast,positive

ωpresent,neutral ω f uture,negative

where  represents  the  suicide  probability  for  a  given  suicide  note, , 
,  and  denote  the  suicide  probabilities  under  different  TP  labels,  and ,

 and  correspond to the impact weights of each label.
We proposed a TP-enhanced Recurrent Neural Network (RNN) model, a.k.a. TP-GloVe-GRU. Both binary and

ternary classification labeling for suicide tendencies were done for each sentence of a suicide note. The binary classi-
fication categorizes sentences into two classes: “no suicidal tendencies” and “suicidal tendencies” while the ternary
classification groups the sentences into three categories including “no suicidal tendencies,” “implicit suicidal tenden-
cies,” and “explicit and intense suicidal tendencies”. Thanks to TP labels, the accuracy of the suicide tendency detec-
tion model shows significant improvement. Particularly, the accuracy of the ternary classification task increases from
69.29% to 71.29%.

2.2. Enabling Technique: Multi-Task Learning
Multi-task learning is an inductive transfer method that leverages domain information contained in training sig-

nals from related tasks to improve model generalization [13]. During the learning process, multiple tasks are trained
in parallel, allowing the model to acquire auxiliary and constraint information from other tasks, thereby enhancing the
learning performance of the task at hand.

In  addition  to  natural  language  processing,  computer  vision,  speech  recognition,  and  recommender  systems
[14−17], multi-task learning models are also used in solving tasks such as suicide tendency detection. For example,
by using artificial neural networks to predict suicide risk from the daily language of social media users, researchers
found that multi-task models outperformed single-task models [18]. Similarly, in predicting suicide risk and mental
health, multi-task learning models had lower false alarm rates and higher accuracy compared with single-task base-
lines [19]. Furthermore, a multi-task neural model that jointly predicts the degree of depression and the reasons for
depression,  achieved  satisfactory  results  on  a  manually  annotated  Chinese  microblog  comment  dataset  [20].  The
effectiveness of multi-task learning was leveraged in [21] to discover the clear correlation between temporal orienta-
tion and sentiment  classification when jointly analyzing the emotional  state  of  victims.  Furthermore,  an end-to-end
transformer-based multi-task network was proposed for detecting emotions and their intensity in suicide notes [22].

Meanwhile, suicide tendency detection often faces the challenge of data scarcity, as labeled data related to sui-
cide  tendencies  is  relatively  scarce.  Multi-task  learning,  however,  allows  more  efficient  utilization  of  existing  data
through  sharing  different  perspectives.  Moreover,  multi-task  learning  leverages  the  sharing  of  lower-level  feature
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learning across  different  tasks.  For  example,  emotional  expression and mental  health  can be  potential  indicators  of
suicide tendencies. By sharing feature learning, a multi-task learning model can better capture these common features,
thereby improving task performance.

Hence, we endeavor to incorporate effective auxiliary tasks into the main task of suicide tendency detection, and
we  aim  at  fully  leveraging  the  limited  dataset  of  suicide  notes  to  capture  essential  features.  It  has  been  shown  in
recent  studies  that  fluctuating emotions can enhance specific  memories  [14], and more neurotic  individuals  experi-
ence  greater  variability  in  negative  emotions  in  their  daily  lives  [15].  It  is  possible  to  experience  a  rapid  transition
from positive to negative emotion, as opposed to maintaining a consistently mildly negative emotional state, and this
may inflict greater psychological distress. Based on this premise, we will innovatively introduce the concept of suici-
dal emotion trajectories which is designed to help analyse the impact of emotional fluctuations identified within sui-
cide notes over time on suicide tendency.

3. Methodology

3.1. Annotation of Suicidal Emotion Trajectory
TWe define the suicidal emotion trajectory  as a temporally sensitive sequence of TP labels:

T = <
(
tpast,ei

)
,
(
tpresent,e j

)
,
(
t f uture,ek

)
>,

em ∈ {positive,neutral,negative} ,m ∈ {i, j,k} (3)

Twhere  the  TP label  in  the  trajectory  is  considered  empty  if  the  corresponding  emotional  information  is  missing
within a particular time span.

We categorize all possible sequences of TP labels identified from suicide notes into five different suicidal emo-
tional  trajectories,  including “Persistent  Elation,” “Positive  Attitude,” “Negative  Attitude,” “Emotional  Disorder,”
and “Persistent Depressed,” to investigate the impact of dynamic TPs on suicide tendency. Take “Persistent Elation”
from Table 1 as an example (Group 0), which includes either the absence of any negative emotions or two emotion
trajectory patterns, such as < (past, neutral), (present, negative), (future, neutral) >. This suggests that authors of the
corresponding suicide notes maintain consistent and neutral emotions in different time periods, which is often indica-
tive of low suicide tendency. On the other hand, “Emotional Disorder” (Group 3) includes trajectories with both neg-
ative  and positive  emotions  within  the  same time span,  indicating  that  the  author  exhibits  complex  and disordered
emotions during specific time intervals, which can be mapped to high suicide tendency.
  

Table 1    Classification of Suicidal Emotion Trajectory
Groups Explanation

Persistent Elation
T =< (past,neutral), (present,negative), (future,neutral) >

(1) No negative emotions
(2) With a suicidal emotion trajectory 

Positive Attitude Transition from negative to neutral or even positive emotions

Negative Attitude Transition from positive to neutral or even negative emotions

Emotional Disorder Simultaneous presence of both negative and positive emotions during the same time period

Persistent Depressed (1) Simultaneous presence of both negative and neutral emotions during the same time span
(2) Solely containing negative emotions

 

The process of classifying suicide emotional trajectories is as follows. Taking Figure 2 as an example, if a note
corresponds  to  a  suicidal  emotion  trajectory  such  as  <  (past,  positive),  (present,  neutral),  (future,  negative)  >  or  <
(past, neutral), (present, neutral), (future, negative) >, it will be categorised into the Negative Attitude group. If it is <
(past, negative), (present, negative), (future, negative) >, it will fall into the Persistent Depressed group. In particular,
if trajectories resembling < (past, positive) > and < (past, negative) > occur, indicating significant fluctuations in emo-
tions within the same time period, then these trajectories will be considered as the member of the Emotional Disorder
group. The calculation of the suicide tendency probability P' (Suicide) associated with this note is shown in Equation
(4).

P′ (S uicide) =ω1P ((past, positive) , (present,neutral))

+ω2P ((present,neutral) , ( f uture, positive)) (4)

(past, positive) , (present,neutral) ω1

P ((past, positive) , (present,neutral))
where,  for  an  emotional  trend  expressed  by  two  TP  labels ,  represents  the
weight  associated  with  the  trend and  denotes the  suicide  probability  corre-
sponding to such a trend.
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Positive

Neutral

Negative

Negative attitude

Negative attitude

Persistent depressed

Emotional disorder

Positive

Neutral

Negative

Past Present Future Past Present Future

Figure 2.  Example of Suicidal Emotion Trajectory.

3.2. The TP-MultiBert Model
We construct a multi-task learning model,  TP-MultiBert,  which is intended to accomplish two tasks: Task A,

the auxiliary task responsible for identifying suicide emotional trajectories, and Task B, the primary task intending to
detect suicide tendency. Note that Task B is equivalent to the ternary classification task in TP-GloVe-GRU.

The model structure is illustrated in Figure 3. Sentences from a suicide note are input into the model, and after
being processed by BERT, they are used for both Task A and Task B. Task A comprises the classification of any
emotion trajectory  into  one  of  the  following  groups:  Persistent  Elation,  Positive  Attitude,  Negative  Attitude,  Emo-
tional Disorder, and Persistent Depressed, while Task B determines whether any suicide note belongs to having no
suicide tendency, having implicit suicide tendency, or having explicit and intense suicide tendency.
  

Task_A

Classifer Classifer

Emotional disorder Explicit suicidal ideation

BERT

Input layer

Task_B

I am crying because I am sorry mom and dad but I am

happy that I will be in heaven and no more attacks.

Figure 3.  Architecture of the TP-MultiBert Model.
 

S {x1, x2, · · · , xn} xiInput Layer: The input sentence  is represented as a token sequence  where each  is a token
in the sentence. The BERT model used in this experiment, specifically bert-base-uncased[1], is a pre-trained version of
BERT with  110  million  parameters,  designed  for  processing  English  text  and  suitable  for  the  requirements  of  the
CEASE dataset.

S = {x1, x2, · · · , xn} (5)

S
H (S )

BERT Layer:  is  fed into the BERT model,  which utilises BERT's self-attention mechanism and feed-for-
ward neural network to obtain a feature representation of the sentence . In this multi-task learning model, we
assume that there is certain correlation between Task A and Task B, so they can share the BERT representation.

H (S ) = BERT ({x1, x2, · · · , xn}) (6)

Classifier: For the sake of computational efficiency and dataset size, two linear classifiers are added on top of
the BERT output to map to the label spaces of Task A and Task B.

logitsA = H (S )WA+bA (7)

logitsB = H (S )WB+bB (8)

WA bA WB bB

logitsA

where  and  are the weights and biases of the linear classifier for Task A, and  and  are the weights and
biases of the linear classifier for Task B. These parameters are initialized with random values and updated iteratively
through optimization techniques to minimize the loss associated with their own tasks.  represents the logits for
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logitsBTask A, while  denotes the logits for Task B.

Ltotal

Model Training: The training process makes use of the cross-entropy loss function. To train both Task A and
Task B simultaneously, we use a weighted total loss function, .

LA = −
∑

LabelsA

log∗so f tmax(logitsA) (9)

LB = −
∑

LabelsB

log∗so f tmax(logitsB) (10)

Ltotal = α∗LA+β∗LB (11)

LA LB α β

LA LB α β

α/β = 1/1

where  is the loss function for Task A,  is the loss function for Task B, and  and  represent the weights of
 and  that indicate the importance assigned to individual tasks. To explore the best ratio of  to ,  we run a

number of experiments and find out that the most desirable performance of our TP-MultiBert model is obtained when
.

4. Experiments

4.1. Evaluation Metrics

We employ multiple metrics to assess the performance of the TP-MultiBert model, including Accuracy, Preci-
sion, Recall, F1-Score, and Support.

•  Accuracy  measures  the  proportion  of  correctly  classified  instances  out  of  the  total  instances,  with
higher accuracy indicating better alignment between the model's predictions and the actual labels.

• Precision gauges the proportion of true positive predictions among all positive predictions made by the
model.

• Recall measures the proportion of true positive predictions among all actual positive instances.
•  F1-Score is the harmonic mean of precision and recall,  providing a balanced evaluation that considers both

precision and recall.
• Support indicates the number of suicide notes in each class.

Accuracy =
T P+T N

T P+T N +FP+FN
(12)

Precision =
T P

T P+FP
(13)

Recall =
T P

T P+FN
(14)

F1−Score =
2× (Precision×Recall)

Precision+Recall
(15)

Supporti = ni (16)

TP TN
FP FN ni i

Supporti i

where  stands for true positives (that is, suicide notes predicted by models as true and proven to be true), for
true negatives,  for false positives, and  for false negatives.  represents the number of samples in class , and

 denotes the support for class .
Macro_Avg Weighted_AvgMoreover,  and  are used to measure the average performance between dissimilar

classes.
Macro_Avg●  computes the average values of precision, recall, and F1-Score for each class, without consider-

ing the actual distribution of each class in the dataset.
Weighted_Avg●  on the other hand,  takes into account the actual  distribution of  each class in the dataset.  It

calculates the weighted average of the performance of each class, with weights based on the class proportions in the
dataset.

Macro_Avg =
1
n

∑n

i=1
metrici (17)
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Weighted_Avg =
∑n

i=1metrici×Supporti∑n
i=1Supporti

(18)

n metrici

i Supporti i
where  represents the number of classes,  stands for the value of the metric (precision, recall, F1-Score) for
class , and  denotes the support for class .

4.2. Experimental Methods
The experiments are intended to serve two purposes in the context of classification of suicide tendency identi-

fied from suicide notes. First, we would like to assess the strength and weakness of Global Vectors for Word Repre-
sentation (GloVe) and BERT. Also, we are keen on exploring the varying effectiveness of the single-task and multi-
task learning models.

To begin with, we compare the performance of the multi-task learning model TP-MultiBert and its counterpart
(the single-task learning model TP-Bert) in dealing with three-class suicide tendency detection. Then, we conduct a
comparative analysis between the components involved in TP-GloVe-GRU from our preliminary work and the com-
ponents in TP-MultiBert.

4.3. Experimental Settings
To mitigate the challenges posed by limited data sets and prevent model bias stemming from uneven data dis-

tribution, we employ stratified k-fold cross-validation on the entire dataset. In this approach, k is set to be 5. Each fold
of cross-validation ensures that 80% of the dataset is used for training, and the remaining 20% is reserved for testing.

2e−5
We conduct multiple experiments, testing different learning rates to strike a balance between training speed and

model performance. Eventually, we obtain a learning rate of , as it comes with good model performance and sta-
bility during training. According to the best practice reported in [23, 24], the random seed is set to 42 and the maxi-
mum string length read by the tokenizer is set to 128.

To fully utilize hardware resources and accommodate dataset size during training, we set the batch size as 16.
The Adam optimization algorithm, known for its efficiency in updating neural network parameters,  is employed in
two  distinct  scenarios:  single-task  learning  and  multi-task  learning.  This  versatile  optimizer  plays  a  crucial  role  in
enhancing model performance by efficiently updating parameters and facilitating the convergence of the neural net-
work during training, showcasing its excellent performance in multi-task learning applications [25].

5. Results and Analysis

5.1. Single-Task vs. Multi-task

Macro_Avg Weighted_Avg

Figure 4 provides a comparison of the classification results in the ternary classification task (Class 0, Class 1,
and Class 2) between the single-task TP-Bert model and the multi-task TP-MultiBert model, as well as a comparison
of the overall  and  indicators.

The benchmark,  TP-Bert,  used in our evaluation is  a single-task deep learning model based on BERT. Com-
pared with the deep learning model based on GloVe and GRU used in our previous work, this benchmark demon-
strates superior performance in terms of suicidal ideation detection. We observe that TP-MultiBert achieves even bet-
ter improvements over TP-Bert in most metrics. For instance, in identifying Class 2, which corresponds to strong and
clear  suicidal  tendency,  there  are  improvements  brought  by  TP-MutiBert  across  all  the  metrics.  The  Supports  for
Class 0, Class 1, and Class 2 are 185.2, 65.8, and 37.8, respectively, indicating no extreme imbalanced data.

The result confirms the synergy between the main task of suicidal tendency detection and the auxiliary task of
identification of the suicidal emotion trajectory. The knowledge acquired from identification of suicidal emotion tra-
jectory  has  been  effectively  transferred  to  suicidal  tendency  detection.  We believe  that  it  is  the  multi-task  learning
model that enables bidirectional information sharing and exchange, and leads to enhanced model performance.
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Support

Class 0 Class 1 Class 2

185.2 65.8 37.8

Weighted avg

Macro avg

Class 2

Class 1

Class 0

F1-Score

Recall

Precision

F1-Score

Recall

Precision

F1-Score

Recall

Precision

F1-Score

Recall

Precision

F1-Score

Recall

Precision

TP-Multibert TP-Bert Better performance

0.7420
0.7314
0.7434

0.7240
0.7581
0.7504

0.6436
0.6342
0.6490
0.6350

0.6625
0.6502

0.5753
0.5551

0.5438
0.5091

0.6287
0.6230

0.4933
0.5020

0.5474
0.5764

0.4846
0.4512

0.8623
0.8455
0.8557

0.8194
0.8742
0.8765

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

Figure 4.  Performance of TP-MultiBert and TP-Bert.
 

5.2. GloVe vs. Bert

Previously, the TP-GloVe-GRU model incorporates the nine TP labels (considered independent) into the deep
learning model, leading to an accuracy increase from 69.29% to 71.29% (see Figure 5). In this work, we replace the
GloVe component in the model with BERT, which is better at understanding word contextual relationships.
 
 

Accuracy

TP-Multibert TP-Bert TP-GloVe-GRU GloVe-GRU

0.7434

0.7240

0.7129

0.6929

0.66 0.68 0.70 0.72 0.74 0.76

Figure 5.  Performance in Accuracy
 

Since we introduce the concept of suicide emotion trajectories to facilitate construction of a multi-task learning
model,  one  can  witness  an  enhanced  suicide  tendency  detection  accuracy  of  74.34%.  Compared  with  TP-GloVe-
GRU, TP-MultiBert increases accuracy by 3.05%. Also, TP-MultiBert brings about an improvement on accuracy by
1.94% over the single-task model without suicide emotion trajectories, i.e., TP-Bert in Figure 5.

When constructing a suicide tendency detection model, most researchers tend to utilize GloVe [26, 27] despite
its  limitations  in  capturing  contextually  relevant  semantic  information.  By  incorporating  RNNs  (e.g.  GRU  and
LSTM), it is still possible for the detection model to capture the contextual information, thereby completing feature
extraction and obtaining the final classification results. In this work, we attempt to introduce BERT, a dynamic word
embedding model, to replace the combination of GloVe and GRU. Experimental results demonstrate that BERT not
only performes the same tasks competently but also improves the detection model's performance on important met-
rics  such as  accuracy.  Compared with GloVe,  BERT is  capable of  computing the contextual  representation of  text
during pre-training, thus more accurately capturing subtle emotional changes or differences hidden in suicide notes.
We speculate that this might be one of the reasons that TP-Bert outperforms TP-GloVe in terms of performance.

5.3. TP-MultiBert vs. ChatGPT

Meanwhile, we select a few sentences in a random fashion from the CEASE dataset for a comparison between
TP-MultiBert and ChatGPT, one of the state-of-the-art language models. The result is shown in Table 2.
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Table 2    Comparison of TP-MultiBert and ChatGPT
Sentence Classification Chat-GPT TP-MultiBert

S1: i think about suicide on a daily basis sometimes it is all that i can think about. 2
√ √

S2: i should have liked to finish my account of working for arthur a story which
began when our paths happened to cross in 1949. 0

√ √

S3: if i cannot see my daughter here i will see her from above 1
√ √

S4: please comfort my wife and tell her that this was no ordinary suicide and that
she can rest assured that god will still gather me up in his great mercy god protect
my dearest ones god bless you dear pastor evermore.

1
√ √

S5: all my thoughts are with you with edda and all my beloved the last beats
of my hear i will mark our great and eternal love your NAME 1 0

√

S6: i wish with all my heart that they might have been better rewarded all of
you my dear ones i ask to keep my memory alive in your hearts to live on in
the hearts of our dear ones is all that i can conceive of immortality.

1 0
√

S7: i cannot keep on going because it should be me that is gone from this earth not
her. 2

√ √

S8: and i cannot wait till the day i get to see you again. 0
√

1
 

The comparison demonstrates that ChatGPT's insight into suicide tendency detection is slightly weaker than that
of TP-MultiBert. Although the former can discern the hint of a heart stopping in sentence S6, it still believes that the
author of S6 bears no suicidal tendency after considering the overall positive emotion expressed in the sentence. TP-
MultiBert, on the other hand, exhibits a higher sensitivity but may also deliver misclassifications, especially of short
texts difficult to be labeled with an explicit suicidal emotion trajectory. For instance, sentence S8 only reveals posi-
tive emotions about one’s future and TP-MultiBert fails  to provide accurate classification of its  related suicide ten-
dency.

As a result, TP-MultiBert excels in suicide tendency detection in terms of complex texts, especially those reveal
more pronounced emotional feature changes. However,  for simpler texts,  Large Language Models (LLMs) such as
ChatGPT may provide more accurate judgments.

6. Conclusion and Future Work

The evolution  of  an  individual’s  suicidal  ideation  from inception  to  clear  manifestation  is  a  dynamic  process
closely  linked  to  emotions.  Therefore,  we  have  argued  that  the  suicidal  emotion  trajectory  described  by  emotional
changes over time can be integrated as an auxiliary task into a multi-task learning model, TP-MultiBert, for suicide
tendency detection with an enhanced accurancy.  Compared with single-task learning models  (e.g.  TP-Bert)  that  do
not incorporate the suicidal emotion trajectory,  TP-MultiBert  has brought about improvements in metrics including
accuracy, F1-Score, etc.

Today, the practice of using LLMs such as ChatGPT for natural language processing tasks becomes prevalent.
Our model still holds significance for certain scenarios. On one hand, models like ChatGPT, which are general lan-
guage models, perform well across various domains and tasks. However, for specific tasks such as suicide tendency
detection, which  requires  more  authoritative  and  sensitive  professional  judgments,  model  transparency  and  inter-
pretability  are  essential  for  individual  autonomy.  Individuals  should  be  able  to  understand  how  the  model  makes
decisions to make informed choices about whether or not to accept intervention and what kind of intervention can be
accepted. Customized models, as opposed to large models, offer a better solution for suicide tendency detection. On
the other hand, suicide tendency detection faces challenges from data scarcity and the need for specific skills in fea-
ture engineering, data preprocessing, and post-processing. Under such circumstances, customizing and targeted train-
ing of models are much valuable for taking full advantage of limited data resources. Moreover, AI ethics demand that
we manage suicide-related issues in a confidential manner, rather than relying on large models for automated deci-
sions that could potentially lead to adverse impact on individuals.

We believe that suicide tendency detection with the integration of multimodal data will be an intriguing research
direction. With the diversification of how individuals share information, suicide tendency detection may require the
amalgamation  of  various  information  sources,  including  text,  images,  audios,  and  other  multimodal  data  [28, 29].
Among  others,  advanced  learning  models  proposed  in  [30, 31]  provide  insights  into  dealing  with  images  for
object/pedestrian  attribute  detection  from  a  computer  vision  perspective.  Taking  into  account  relevant  multimodal
data will allow us to gain a deeper understanding of an individual’s emotional state and mental health, thus assisting
the improvement of the accuracy and predictability of suicide risk detection.

Transfer learning based algorithms including Evolutionary Transfer Optimization (ETO) opens up new possi-
bilities for knowledge transfer between different domains [32]. When dealing with niche topics (e.g. suicide tendency
detection),  interdisciplinary  knowledge  transfer  can  enhance  our  understanding  and  handling  of  complex  societal
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issues, offering intriguing insights and tools for relevant research and practice.
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