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Abstract: Low-dose computed tomography (LDCT) denoising is an important 
topic in CT image research. Compared with normal-dose CT images, LDCT can 
reduce the radiation dose of X-rays, decreasing the radiation burden on the human 
body, which is beneficial to human health. However, quantum noise caused by low-
dose rays will reduce the quality of CT images, thereby decreasing the accuracy of 
clinical diagnosis. In recent years, deep learning-based denoising methods have 
shown promising advantages in this field. Researchers have proposed some 
optimized models for low-dose CT image denoising. These methods have enhanced 
the application of low-dose CT image denoising from different aspects. From the 
perspective of experimental research, this paper investigates and evaluates some top 
deep learning models proposed in the field of low-dose image denoising in recent 
years, with the aim of determining the best models and training strategies for this 
task. We conducted experiments on seven deep learning models (REDCNN, 
EDCNN, QAE, OCTNet, UNet, WGAN, CTformer) on the AAPM dataset and the 
Piglet dataset. Our research shows that UNet has the best denoising effect among 
the models, obtaining PSNR = 33.06 (AAPM dataset) and PSNR = 31.21 (Piglet 
dataset), and good generalization capacity is also observed. However, UNet has a 
large number of parameters, and the time it takes to process an image is about 8 ms, 
while EDCNN takes about 4.8 ms to process an image, and its average PSNR is 
ranked second after UNet. EDCNN strikes a balance between denoising 
performance and processing efficiency, making it ideal for low-dose CT image 
denoising tasks.  

 Keywords: deep learning; low dose CT; image denoising; convolutional neural 
network 

1. Introduction 

Computed tomography imaging system, as a non-invasive imaging device, has been widely applied in 
medical diagnosis and treatment [1]. However, excessive CT scans may cause some cancers and diseases, towing 
to the effect of the radiation dose [2,3]. Therefore, in clinical diagnosis, it is advocated to adhere to the ALARA 
(As Low As Reasonably Achievable) principle [4], that is, to minimize the damage of X-rays to the human body 
on the premise of ensuring that the quality of CT images meets the diagnostic needs. However, during low-dose 
imaging, the radiation dose will affect the density distribution of X-ray photons, which will increase quantum 
noise, causing noise and stripe artifacts in the reconstructed image, and further, will lead to disconnected edges, 
smooth the target subtle structures and lack of X-ray photons resulting in low-contrast visual effects, impairing the 
quality of CT images and affecting the accuracy of clinical diagnosis. Since Naidich et al. [5] first proposed the 
concept of low-dose CT (LDCT) denoising in 1990, the issue of effectively suppressing noise and artifacts in 
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LDCT images has attracted much attention. Researchers have continuously optimized the design scheme from 
different perspectives and have achieved some outstanding results [6–12]. 

Early in the field of LDCT image denoising research, some studies focused on applying denoising techniques 
directly to the raw sinogram data [13,14]. The sinogram denoising algorithm [15,16] relies on the projection data 
and uses the characteristic that noise obeys the Poisson distribution in the projection data to eliminate the noise in 
the projection data [17]. The iterative reconstruction algorithms operate on raw data and reconstructed CT image 
[18,19]. These methods transfer the raw data between the image domain and the projection domain multiple times 
and each time update and modify the results to obtain clear CT images. In practice, raw data from commercial 
scanners are difficult to obtain. Therefore, many studies directly denoise the reconstructed CT images [20,21]. 
These methods do not require raw data and can be easily integrated into the workflow. These methods are usually 
based on techniques such as filtering [22,23], wavelet transform [24], dictionary learning [25], etc, to improve 
image quality and reduce the impact of noise. Sparse representation and non-local means have been applied to 
remove noise from LDCT images [8,26]. The state-of-the-art Block Matching 3D (BM3D) [27] is also employed 
in multiple studies to perform this task with successful results [28]. 

In recent years, deep learning methods have achieved advanced performance in LDCT image denoising [29–32]. 
Deep residual networks and convolutional Neural networks (CNN) [33] are early applications of LDCT denoising. 
Chen et al. [34] first proposed an LDCT denoising method based on deep neural network, this method can convert 
LDCT images into normal-dose CT images. Compared with traditional denoising methods, the model improved 
the denoising effect and computation time. Zhang et al. [35] combined dense blocks and deconvolution structures 
to build a lightweight network that can reuse image features to improve image quality. In addition to supervised 
learning methods, unsupervised learning [36,37] and semi-supervised learning models [38,39] have also achieved 
significant accomplishments. Generative adversarial network (GAN) are also used to improve the quality of LDCT 
images [40,41]. Xin et al. [42] added a sharpness detection network to the GAN network to guide the training 
process. The processed images have minimal resolution loss and achieve advanced performance. Yang et al. [43] 
proposed a CT image denoising method based on the GAN with Wasserstein distance and perceptual loss, the 
network reduces noise while maintaining the key information of the image. Autoencoders [44–47] achieve image 
denoising by learning to encode input data into a low-dimensional representation and decoding it back to the 
original data space. Self-supervised learning [48] and unsupervised learning use the characteristics of the data 
itself for training and do not require a large amount of labeled data. The semi-supervised learning method combines 
labeled data and unlabeled data [49], it can better utilize the information of the data and improve the generalization 
ability of the model and the effect of image denoising. Recent years, the emergence of Transformer [50] has also 
achieved remarkable results in the field of medical image processing. Luthra et al. [51] proposed a Transformer 
model based on edge enhancement to build the encoder and decoder. The network uses the self-attention 
mechanism to learn the relationship between pixels and other pixels in image blocks containing non-overlapping 
windows. By integrating the features of all positions to generate image details, and introducing a trainable Sobel 
operator to enhance the edges of the image, it provides higher performance on the AAPM dataset. In addition, a 
large number of combinations of deep learning and traditional denoising algorithms have also been proposed and 
achieved excellent results [52,53]. 

Although there are so many deep learning methods for LDCT image denoising [54–56], previous studies 
have major differences in dataset, training strategy, and performance indicators, making it impossible to evaluate 
the results of the models in a relatively fair manner. This paper addresses the issue through investigation and fair 
comparation of seven deep learning models. We conduct experiments on all models based on two datasets (AAPM 
and Piglet, Figure 1 shows some examples from the two datasets.) and implement seven deep learning models 
(REDCNN [34], EDCNN [57], QAE [58], OCTNet [59], UNet [59], WGAN [43], CTformer [60]). We 
systematically evaluate them from several aspects to find the best model and training strategy for the LDCT image 
denoising task. In summary, the work and contributions of this paper are as follows: (1) We evaluate the 
performance of seven deep learning models under the same metrics (PSNR, SSIM, and RMSE). (2) We conduct 
cross-experiments on the models based on different datasets to examine the generalization ability of the models. 
(3) The experiments evaluate the denoising performance of the models on CT images at various dose levels. (4) 
To measure the efficiency of the models, we calculate and compare the training cost and processing speed of the 
models. 

The rest of this paper is organized as follows. Section II details the dataset and performance metrics. Section 
III presents the experimental results and data analysis, including the experimental setup and evaluation methods. 
In Section IV, we analyze and discuss the experimental results. Section V concludes the paper and presents future 
work. 
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Figure 1. The dataset we used. The first row is the LDCT image and NDCT image of the AAPM dataset, and the 
second row is the LDCT image and NDCT image of the Piglet dataset. 

2. Method 

Standard datasets are crucial for model training. The datasets in this article use the Piglet dataset and the 
AAPM dataset. The LDCT image of the Piglet dataset is obtained by reducing the tube current, and the LDCT 
image of the AAPM dataset is obtained by adding Poisson noise to the original image. 

2.1. Dataset 

2.1.1. Piglet Dataset 

The real dataset uses the Piglet dataset [42]. The LDCT image of this dataset is obtained by using a GE 
scanner (Discovery CT750 HD), setting the source potential and slice thickness to 100 kVp and 0.625 mm, and 
adjusting the tube current (or voltage), obtained by X-ray scanning with different intensities. Among them, the 
radiation dose when the tube current is 300 mA is the normal dose, and the tube current is reduced to 50%, 25%, 
10% and 5%, respectively to obtain 4 different dose LDCT images. With different X-ray radiation doses, 
reconstructed CT images are subject to varying degrees of noise and artifacts. In the experiment,720 CT images 
are selected from the dataset as the training dataset, and 180 images are used as the test dataset. The images of the 
Piglet dataset during training are one-dimensional. We extracted 48,000 pairs of image patches from the 720 CT 
images as input and Label, size is 64 × 64. Notably, 11,520 pairs of image patches were extracted from another 
180 CT images for testing. The Table 1 below provides details of the dataset. The Piglet dataset is available from 
the original author’s GitHub repository: https://github. com/xinario/SAGAN (accessed on 2 August 2024) [42]. 

Table 1. Dose used for the Piglet dataset. In all 5 series, tube potential was 100 KV with 0.625 mm slice thickness. 
Tube current decreased to 50, 25, 10 and 5% of full-dose tube current (300 mAs) to obtain images with different 
doses. CTDI is the CT dose index and DLP is the dose-length product. 

Dose Level FULL 50% 25% 10% 5% 
Tube current (mAs) 300 150 75 30 15 

CTDIvol (mGy) 30.83 15.41 7.71 3.08 1.54 
DLP (mGy-cm) 943.24 471.62 235.81 94.32 47.1 

Effective dose (mSv) 14.14 7.07 3.54 1.41 0.71 
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2.1.2. AAPM Dataset 

The simulation dataset is from “the 2016 NIH-AAPM-Mayo Clinic Low Dose CT Grand Challenge” [61]. 
The dataset contains 2378 slices from 10 anonymous patients, with a slice thickness of 1.0 mm, including LDCT 
images and NDCT images. The dataset is contrast-enhanced abdominal CT patient scans, each acquired during the 
portal venous phase using a Siemens SOMATOM Flash scanner. Among them, LDCT images are obtained by 
simulating noise pollution under 1/4 standard dose. In the experiment, 8 patients were selected as training data for 
the model, and the other 2 patients were selected as test data. Our approach is similar to other studies [1,62]. Table 
2 lists the imaging conditions for each patient’s original scans and the respective tube current intensities. It is worth 
noting that the noise in LDCT may no longer strictly follow the Poisson distribution, but the Poisson distribution 
is a good approximation when describing the statistical properties of X-rays, especially when the noise is relatively 
low. The benefit of using the Poisson noise model is that it simplifies the image reconstruction algorithm and 
interpretability, and it has been proven in many practical applications [63]. 

Table 2. Imaging conditions for the AAPM dataset. This table lists the imaging parameters for the AAPM dataset, 
including patient ID, number of slices, field of view (FOV) size, kilovolt peak (KVP), exposure time, and X-ray 
tube current (mA). 

Patient ID Numbers of Slices Size of FOV KVP Exposure Time (ms) X-ray Tube Current (mA) 
L067 224 370 100 500 234.1 
L096 330 430 120 500 327.6 
L109 128 400 100 500 322.3 
L143 234 440 120 500 416.9 
L192 240 380 100 500 431.6 
L286 210 380 120 500 328.9 
L291 343 380 120 500 322.7 
L310 214 380 120 500 300.0 
L333 244 400 100 500 348.7 
L506 211 380 100 500 277.7 

2.2. Data Preprocessing 

The data preprocessing part of this study aims to optimize the training process to better adapt to the input 
data requirements of the neural network model. For the original CT image size of 512 × 512, we took the following 
steps to process the data. 

First, we introduce a key parameter patch-size, which defines the size of dividing small image patches. By 
dividing the image into smaller chunks, we are able to increase computational efficiency and allow the network to 
better learn local features. The actual size of the input image is 512 × 512, the size of the image block input to the 
network in the experiment is 64 × 64. Next, we preprocessed the image. First, we scaled the images to facilitate 
batch operations. We then convert the image data type to floating point to meet the input requirements of the neural 
network model. Regarding data shape conversion, we determine whether the patch-size parameter is defined based 
on conditions. If the patch-size parameter is set to a non-zero value, we perform 

a shape transformation operation on the image. By reshaping the image into patch-size patches, we can input 
each patch into the neural network as an independent sample. Through these data preprocessing steps, we 
effectively change the form of the original CT images to better suit the needs of the neural network model. This 
preprocessing can improve the effectiveness of network training and enable the network to better learn the local 
features of the image. Our data preprocessing process is key to improving model performance and training 
effectiveness. 

2.3. Performance Metrics 

Medical images contain more subtle structures and fewer channels than natural images, and appropriate 
evaluation metrics are crucial to evaluating LDCT images. We choose peak signal-to-noise ratio (PSNR), structural 
similarity (SSIM) and root mean square error (RMSE) as image quality evaluation metrics. In addition to these 
objective metrics, radiologist evaluations are also critical to the success of the denoising task. We will include 
actual radiologist evaluations in subsequent studies to support the validity of diagnosis based on denoised images. 
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2.3.1. PSNR 

PSNR is an objective measure of the error between image pixels and is typically used for error-sensitive 
images. It is defined according to the mean square error (MSE), which is defined as 

21 11 [ ( , ) ( , )]
mn 0 0

m n
MSE Y i j X i j

i j

 
  

 
 (1) 

where MSE represents the mean square error between the real image Y and the input noise image X, ( , )X i j  and 
( , )Y i j  respectively correspond to the pixel values at the coordinates. m and n represent the height and width of 

the image, respectively. The smaller the MSE, the closer the two images are and the smaller the distortion. 
Correspondingly, PSNR is expressed as 

2(2 1)10log ( )10
n
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where n is the number of bits per pixel, which is generally 8. The larger the PSNR value, the smaller the distortion 
and the better the image effect [64]. 

2.3.2. SSIM 

SSIM (structural similarity index) stands for structural similarity. It is an index used to measure the similarity 
of two images. It is better in line with human visual perception. The SSIM formula is based on three parameters 
between image X and Y : Luminance, Contrast, and Structure. The formula is as follows: 
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where U x  and U y  are the means of x  and y  respectively, x  and y  are the variances of x  and 

y  respectively, and xy  is the covariance of x  and y , 1c , 2c  and 3c  are constants that make the result 

non-zero. The definition of SSIM can be obtained from the above three parameters: 

( , ) [ ( , ) * ( , ) * ( , ) ]SSIM x y L x y C x y S x y   (6) 

The structural similarity index defines structural information from the perspective of image composition, 
which reflects the structural information, brightness and contrast of the object. In the calculation of structural 
similarity, the mean is used as the estimate of brightness, the standard deviation is used as the estimate of contrast, 
and the covariance is used to measure the degree of structural similarity. 

2.3.3. RMSE 

Root mean square error (RMSE) is a common image quality evaluation metric, used to measure the degree of 
difference between the output image and the original image. It is defined by calculating the square root of the mean 
square error (MSE), 

RMSE MSE  (7) 

Mean squared error (MSE) calculates the squared difference between the pixels in two images and then 
averages all differences. RMSE is the square root of MSE. The smaller the value, the smaller the difference between 
the output image and the original image, indicating the better the processing effect. 
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2.4. Deep Learning Models 

With the development of deep learning, medical image processing has attempted to use neural networks as a 
problem-solving tool. Deep learning has important roles including lesion detection and segmentation, disease 
prevention and diagnosis, etc. In these applications, clear medical images are crucial to solving problems. Deep 
learning methods have also shown good results on low-level tasks such as medical image denoising. In this paper, 
we evaluate seven deep learning models (REDCNN [34], EDCNN [57], QAE [58], OCTNet [59], UNet [59], 
WGAN [43], CTformer [60]), REDCNN, EDCNN, OCTNet, and UNet are CNN-based denoising methods, QAE 
s an autoencoder-based denoising method, WGAN is a GAN-based denoising method, and CTformer is a 
Transformer-based denoising method. Table 3 summarizes some features and parameters of the deep learning 
model we used. 

Table 3. An overview of deep learning models. The table summarizes the deep learning models used in our study, 
detailing the reference numbers, the number of trainable parameters, and key features or remarks for each model. 

Model Ref Trainable Parameters Remarks 

REDCNN [34] 1848865 (a) Combine the autoencoder, deconvolution and
shortcut connections into the ResNet. 

EDCNN [57] 80961 

(a) Design an edge enhancement module based on
trainable Sobel convolution. 

(b) Construct a dense connection to fuse edge features. 
(c) Introduce the compound loss which integrates the 

MSE loss and multi-scale perceptual loss. 

QAE [58] 49818 
(a) Propose quadratic neurons by replacing the inner

product. 
(b) Encoder-decoder structure. 

OCTNet [59] 371073 
(a) Adopt multi-scale method to represent the CT

denoising problem. 
(b) Octave convolution proposed in CT image denoising.

UNet [59] 7819201 (a) Multiple residual connections are used for CT
denoising. 

WGAN [43] 34071842 
(a) Introduce a new CT image denoising method based

on GAN with Wasserstein distance. 
(b) Use perceptual loss suppresses image noise. 

CTFORMER [60] 1448265 

(a) Propose a convolution-free Token2Token dilated 
vision Transformer. 

(b) An overlapped inference mechanism effectively
eliminate the boundary artifacts. 

3. Experiment and Evaluation 

This section shows the configuration of the experiments, presents the experimental results and brief analysis, 
and evaluates the LDCT image denoising performance of the deep learning models. 

3.1. Experiment Design 

We conducted four experiments aimed at performing denoising analysis on different deep learning models 
and evaluating their generalization capabilities as well as model complexity and inference speed. 

In the first experiment, we performed denoising analysis using the AAPM dataset. We calculated the 
performance indicators of the region of interest and the enlarged image and evaluated their performance on the 
LDCT image denoising task. In the second experiment, to verify the generalization ability of the models on 
different datasets, we conducted a cross-experiment on the two datasets. The experiment allows comprehensive 
evaluation of the performance of the models on different datasets and verify their abilities to adapt to unseen data. 
In the third experiments, we conducted experiments based on the Piglet dataset. The experiment tested the 
generalization ability of the deep learning model to CT images with different noise levels. In the fourth experiment, 
we evaluated the complexity and inference speed of different models. The experiment analyzed indicators such as 
the number of parameters, computing resource requirements, and inference time of the models to find models with 
lower computational costs and efficient speed in practical applications. Through these four experiments, we can 
comprehensively evaluate the performance, generalization ability and computational efficiency of different deep 
learning models in LDCT image denoising, and explore the LDCT denoising method most suitable for this task. 
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3.2. Experiment Setup 

We use the PyTorch 1.10 deep learning framework to implement all deep learning models, and the 
compilation environment for experimental is Python 3.8. We use NVIDIA RTX3090 24G GPU and Intel i9-
10900X CPU to complete all model training and testing. During the optimization process, we use the Adam 
optimizer with default configuration and use 512 × 512 pixel size LDCT images as input. We set the learning rate 
to 0.00001, the batch size to 8, and conducted 200 rounds of iterative training to make the model converge. In our 
study, all models were trained from scratch, rather than being fine-tuned based on pre-trained models from other 
datasets. After training, we save the model with the best performance and evaluate it on the validation dataset. 
These settings were kept the same for all models. 

3.3. Experiment Result and Analysis 

3.3.1. Performance Result of Deep Learning Models 

To quantitatively analyze the denoising performance of the deep learning model, we use peak signal-to-noise 
ratio (PSNR), structural similarity (SSIM) and root-mean square error (RMSE) as objective metrics. Table 4 shows 
the denoising results of the deep learning model on the AAPM dataset, the test data comes from an abdominal 
image of patient L506. In this experiment, the size of the input image and output image of the AAPM dataset are 
both 512 × 512. During training, the image is divided into small image blocks. We extracted 123072 pairs of image 
blocks from 1923 CT images as training Input and label, size is 64 × 64. 29,120 pairs of image blocks were 
extracted from another 455 CT images for testing. 

Table 4. Performance of different models on the AAPM dataset. The table compares the denoising performance of 
various deep learning models on the AAPM dataset using three metrics: PSNR (Peak Signal-to-Noise Ratio), SSIM 
(Structural Similarity Index), and RMSE (Root Mean Square Error). Higher PSNR and SSIM values indicate better 
denoising performance, while lower RMSE values are preferred. UNet achieved the highest PSNR score, 
suggesting its superior ability to retain overall image quality, while EDCNN obtained the best SSIM, highlighting 
its strength in preserving structural details. Visual examples of the denoised images are also provided to 
qualitatively compare the models’ outputs. Bold indicates the best results.  

Model REDCNN EDCNN QAE OCTNet UNet WGAN CTformer 
PSNR 31.6918 31.8518 28.1326  31.9020 32.2510 30.2021  31.4673 
SSIM 0.8841 0.8972  0.8581 0.8853 0.8884 0.8359  0.8821  
RMSE 10.6134 9.9714  15.9625  9.9126  9.7624  12.7829 10.6773  

Image 

       

Quadratic Autoencoder is a special autoencoder network. The network introduces a quadratic term loss 
function, which improves image feature capabilities and makes network training more time-consuming. It’s 
denoised image has more noise points, and its objective indicators such as PSNR and SSIM are the worst. WGAN’s 
images can retain the texture information of the original image, but cannot completely remove stripe artifacts. Its 
PSNR and SSIM results are lower than those using MSE-loss as the loss function (REDCNN, EDCNN, UNet, 
OCTNet). At the same time, since REDCNN only uses the MSE loss function for training, the texture of the image 
is blurred. EDCNN adds a trainable Sobel operator for edge enhancement before training, so the edge details of its 
images are more prominent. It obtains better PSNR and the best SSIM on the AAPM dataset, with SSIM = 0.9009. 
The denoising effects of OCTNet and UNet are close, but the denoised images of OCTNet suffer from loss of 
details. CTformer uses the powerful feature extraction capability of the attention mechanism to remove noise in 
images and achieves excellent results. Most deep learning models use gradient loss as the loss function, which will 
pay more attention to the subtle structure of the image, but will smooth some areas of the LDCT image. UNet can 
effectively remove noise and stripe artifacts and maintain high structural similarity with NDCT images. It has the 
highest peak signal-to-noise ratio and the smallest root mean square error, with PSNR = 32.2510 and RMSE = 
9.7624. 

Furthermore, we evaluate the performance metrics of regions of interest (ROI). As shown in Table 5, we 
zoomed in on the aorta in the chest image, the red box represents the ROI, and we calculated the test results of the 
local ROI and drew the ROI image. The enlarged ROI image that all models show varying degrees of denoising 
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effects. REDCNN and EDCNN based on the MSE loss function perform well on values and images, but have edge 
blur in details. The ROI image of QAE is still not good in experiments. OCTNet and UNet achieved good results 
with their large number of dense cascades and residual connections. The area of interest (aorta) of the two still 
maintains good structural similarity after amplification, and the edge information is not blurred. Although the 
visual effects are not as good as CTformer, it achieves the best numerical results. The WGAN network based on 
Wasserstein distance has texture blur at both the macro level and the micro level, which may be related to the 
instability of its training. The CTformer enlarged image has significant noise and blur at the edges, indicating that 
the ability of this type of model to process single-channel CT images has some limitations. 

Table 5. Test results of the AAPM dataset on abdominal images, the red box is the region of interest ROI. This 
table shows the denoising performance of various models on abdominal CT images from the AAPM dataset using 
PSNR, SSIM, and RMSE metrics. UNet achieves the highest PSNR, indicating better overall image quality, while 
EDCNN achieves the highest SSIM, highlighting better structural preservation. Visualized results include both the 
full image and the zoomed-in ROI for a detailed comparison. Bold indicates the best results. 

Model REDCNN EDCNN QAE OCTNet UNet WGAN CTformer 
PSNR 26.1672 26.3421 22.0271 26.5634 26.6253 23.7721 25.4271 
SSIM 0.5669  0.5676  0.4831 0.5661 0.5653 0.5659 0.5422 
RMSE 21.3844 21.1312 28.9304 21.4931 21.0823  26.7823 22.2216 

Pred-img 

       

ROI-img 

       

We calculated the average PSNR and SSIM of ROI images on the AAPM dataset and Piglet dataset. As 
shown in Figures 2 and 3, the results show that UNet has the best PSNR and EDCNN has the best SSIM. In general, 
all models show certain denoising capabilities. Different networks have different problems, the output image 
exhibits differences in the visual effects. REDCNN and EDCNN have texture blur but rich colors and contrast. 
UNet performs well in terms of structure preservation and texture details, and the test results at the macro and 
micro levels are excellent. UNet’s excellent denoising performance deserves further study for designing better 
models. 

 

Figure 2. Average PSNR of ROI on two dataset. This figure compares the denoising performance of various models 
based on the average PSNR values for the ROI. Higher PSNR indicates better preservation of image quality after 
denoising, with UNet achieving the highest score. 
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Figure 3. Average SSIM of ROI on two dataset. This figure shows the average SSIM values for the ROI, comparing 
the structural preservation capabilities of various models. Higher SSIM values indicate better structural similarity 
between the denoised and reference images, with EDCNN achieving the highest score. 

3.3.2. Assessment of Generalization Performance 

When using deep learning models to process LDCT denoising in actual clinical practice, their performance 
may be affected by acquisition parameters, equipment and other factors. To evaluate the generalization 
performance of deep learning models when processing new LDCT images, we tested their performance based on 
different datasets from two CT scanners. Specifically, we first train the model using CT images from one CT 
scanner, and then, we test the model using data from another CT scanner. 

As shown in Table 6, when the model is trained using the AAPM dataset, the best results on the AAPM dataset 
are PSNR = 33.0712, SSIM = 0.9221, and the best results on the Piglet dataset are PSNR = 27.9170, SSIM = 0.8616. 
When the model is trained using the Piglet dataset, the best results on the Piglet dataset are PSNR = 31.2192,    
SSIM = 0.8969, and the best results on the AAPM dataset are PSNR = 28.9191, SSIM = 0.8615. Among all models, 
OCTNet achieved better results in the model generalization performance test. The results show that the deep learning 
model performs better when the test and training data come from CT images from the same CT scanner. In summary, 
it is difficult to obtain the same performance when using a trained deep learning model to test new LDCT images. 

Table 6. Image quality evaluation results of the model on two datasets. This table displays PSNR and SSIM results 
for each model when trained and tested on AAPM and Piglet datasets, highlighting their performance on both same-
dataset and cross-dataset scenarios. UNet excels in same-dataset tests, while OCTNet shows better cross-dataset 
generalization. Bold indicates the best results. 

Model Train: AAPM 
Test: AAPM 

Train: AAPM 
Test: PIGLET 

Train: PIGLET 
Test: PIGLET 

Train: PIGLET 
Test: AAPM 

INDEX PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM 
LDCT 29.2454 0.8732 25.0054 0.7234 25.0054 0.7234 29.2454 0.8732 

REDCNN 32.3221 0.9103 27.3561 0.8371 30.6551 0.8965 28.5451 0.8472 
EDCNN 32.9791 0.9037 27.0181 0.8231 31.1081 0.8899 28.0169 0.8349 

QAE 29.2291 0.8759 25.0063 0.7762 25.0172 0.7881 26.0071 0.7876 
OCTNet 32.7813 0.9082 27.9170 0.8616 31.1102 0.8971 28.9191 0.8615 

UNet 33.0712 0.9221 27.6974 0.8421 31.2192 0.8969 28.6885 0.8571 
WGAN 30.5192 0.8882 26.9159 0.8334 27.8292 0.8251 27.6601 0.8102 

CTformer 32.2071 0.9092 27.0331 0.8264 30.3482 0.8020 28.0330 0.8351 

3.3.3. Assessment of Training Strategies 

To further explore the denoising ability of the deep learning model on CT images with different noise levels, 
we conducted the following experiments. Observe the performance of various deep learning models by varying 
the radiation dose. We use the Piglet dataset to train the model and test it on LDCT images with different noise 
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levels. Less radiation dose means more noise. Figure 4 shows CT images of the Piglet dataset denoised using 
different methods. Table 7 shows the objective indicators of various methods. 

 

Figure 4. The above figure is a visualization of four low doses CT images in the Piglet dataset using different 
methods to denoise. The first row is LDCT (50% of full dose reconstructed by FBP). The second row is LDCT (25% 
of full dose reconstructed by FBP). The third row is LDCT (10% of full dose reconstructed by FBP). The last row 
is LDCT (5% of full dose reconstructed by FBP). The last column NDCT is reconstructed by the FBP algorithm 
with a 100% dose. 

Table 7. Test results when trained on the Piglet dataset with 100% dose images. This table shows the PSNR, SSIM, 
and RMSE results for models tested on CT images with different dose levels (50%, 25%, 10%, and 5%). It 
highlights how each model adapts to lower dose levels, with EDCNN and UNet showing superior results at various 
dose reductions. Bold indicates the best results. 

Model 
50% Dose 25% Dose 10% Dose 5% Dose 

PSNR SSIM RMSE PSNR SSIM RMSE PSNR SSIM RMSE PSNR SSIM RMSE 

LDCT 31.0736 0.8771 11.1785 28.0292 0.8414 15.8708 26.7750 0.8114 18.3361 24.1211 0.7779 24.8889 

REDCNN 28.5556 0.8940 14.9375 28.2353 0.8935 15.1827 31.4215 0.8963 10.7395 28.2437 0.8949 13.9151 

EDCNN 32.8634  0.9004 9.9734 30.7741  0.8877 12.1470 31.5269 0.9077 10.5100 29.7512 0.8962 12.8965 

QAE 31.0968 0.8769 11.1486 28.0512 0.8411 15.8307 26.7689 0.8113 18.3491 25.0084 0.7893 22.9941 

OCTNet 31.5507 0.9041 12.1175 30.7046 0.8904 12.4709 31.5017 0.9017 10.6408 28.8929 0.8846 14.3683  

UNet 32.2654 0.9198 10.6591 30.2083 0.8999 12.1786  31.5763  0.9066 10.5206 29.9512 0.8874 12.6204 

WGAN 29.2374 0.8226 13.1043 29.0836 0.8812 14.0566 28.8378 0.8620 14.4600 26.0153 0.8141 20.0122 

CTformer 29.8627 0.8720 12.1072 29.8460 0.8944 13.2094 29.3495 0.8605 13.6329 28.7136 0.8469 14.9342 

As shown in Figure 4, in the first column, with the gradual reduction of radiation dose, the noise in CT images 
increases significantly. When the dose is 5% of the full dose, noise seriously affects the visual effect of CT images. 
Notably, the RED-CNN can remove noise to some extent, but its images inevitably exhibit a smoothing effect and 
lose some details. WGAN performs well when noise is low, but when it processes LDCT images with the highest 
noise levels, its denoised images will have many noise points. In contrast, EDCNN, OCTNet, UNet and CTformer 
denoise CT images of different doses, and the image quality obtained is significantly better than other algorithms. 
The the model based on MSE-loss and compound loss function performs well in obtaining LDCT denoised images 
at different radiation doses. The denoised image can retain the rich details and texture structure of the CT image 
well. Among all models, UNet has better visual effects on denoised images for all four dose levels. 

We quantitatively analyze the denoising performance of different algorithms for different LDCT images. We 
calculated three objective indicators of the experimental results. The summary data are in Table 7. Of note, the 
LDCT image with a radiation dose of 50%, PSNR and SSIM are higher, which indicates that the 50% reduction 
of radiation dose has little effect on image quality. However, for images with a radiation dose of 5%, the values of 
the three metrics decreased significantly. That is, the image quality of Figure 4 becomes worse as the dose 



Zhao et al.  AI Med. 2024, 1(1), 7  

https://doi.org/10.53941/aim.2024.100007  11 of 16  

decreases. The data show that UNet and EDCNN have better results in most cases, and both of them are ranked 
first and second in four rounds of tests (bold numbers represent the best, italics numbers represent the second best.). 
UNet has been ranked first in three rounds of tests many times, indicating that UNet has some robustness. 
Therefore, UNet performs well in denoising experiments on CT images with different noise levels. 

3.3.4. Model Complexity Evaluation 

Model efficiency is an important issue in deep learning. An excellent deep learning model should have both 
excellent denoising capabilities and fast inference speed. Based on the above criteria, we compared the number of 
trainable parameters (params), memory usage (MACs), and inference speed based on different devices (CPU and 
GPU) of the seven models. The experiment completes all experiments using Intel i9-10900X CPU and NVIDIA 
RTX3090 24G GPU. 

QAE uses 15 3 × 3 kernels in each convolutional layer, while REDCNN has 32 5 × 5 kernels, which means 
that REDCNN has 4 times more parameters than QAE. As shown in Table 8, WGAN occupies the largest real-
time memory. WGAN includes a generator and a discriminator and uses perceptual loss as the loss function. Its 
trainable parameter amount and memory usage are the highest, which makes it difficult to deploy the whole model. 
On the contrary, EDCNN has a relatively small number of parameters but a high memory usage, indicating that 
the network can effectively fuse image information, which can also explain its better PSNR. In addition to this, 
models process images with a CPU takes much longer than with a GPU. 

Table 8. CPU computation speed and GPU computation speed for the two datasets on seven models. This table 
presents the parameter count, MACs, and computation times on both CPU and GPU for seven models, along with 
their average PSNR scores. It highlights the efficiency and speed differences between models when processing the 
AAPM and Piglet datasets, with CTformer achieving the fastest CPU computation time on both datasets. Bold 
indicates the best results. 

Model Params MACs (G) 
AAPM-Dataset Piglet-Dataset 

Avg-PSNR CPU Times 
(ms) 

GPU Times 
(ms) 

CPU Times 
(ms) 

GPU Times 
(ms) 

REDCNN 1848865 4.3 3182.1 12.1 109.2 5.2 31.4277 
EDCNN 80961 5.2 571.6 5.9 159.1 3.7 32.0321 

QAE 49818 2.5 1024.4 4.8 315.6 2.8 27.1272 
OCTNet 371073 3.1 684.2 13.4 229.3 6.5 31.8922 

UNet 7819201 4.9 726.3 11.4 238.2 4.6 32.4521 
WGAN 34071842 6.4 3682.1 28.2 1317.2 15.6 29.1281 

CTformer 1448265 6.2 531.8 9.4 134.6 3.5 31.3180 

In our experiments, the number of images in the AAPM and piglet test datasets were 1923 and 720, 
respectively. We calculated the processing speed of a single 512 × 512 LDCT image. QAE has the fastest inference 
speed, with a single image taking 3.9 ms. WGAN is the slowest, which also means that training WGAN takes 
more time. Therefore, we plotted a scatter plot of the model’s inference time versus PSNR, as shown in Figure 5, 
with the best results in the upper left. The results show that only UNet and EDCNN have PSNRs exceeding 32. 
Among them, UNet has the highest PSNR, but UNet’s inference time is slower. EDCNN achieves a balance 
between inference time and de-noising effect. Therefore, in terms of calculation speed and denoising performance, 
EDCNN is the strongest competitor compared to other models. 
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Figure 5. Performance results and inference speed of different deep learning models. This figure illustrates the 
trade-off between denoising performance (measured by PSNR) and inference speed (time in ms) for various models, 
highlighting the balance between image quality and computational efficiency. 

4. Discussion 

Deep learning already occupies a significant position in medical image processing. In LDCT image denoising 
research, many studies have different experimental conditions and training strategies. To accurately judge and 
compare the denoising performance of networks, in our study, we trained and evaluated seven deep learning 
models under the same conditions and studied their training strategies. 

In the denoising performance analysis, UNet has the best effect. Through multi-layer residual connections, 
UNet can extract more image information and obtain the best results, with a PSNR of 32.25. The successful 
performance of the UNet architecture is due in part to its features specifically designed for biomedical image 
segmentation, including efficient utilization of small amounts of training data. However, it is worth noting that 
regardless of the size of the dataset, UNet is also likely to improve performance due to its efficient architecture. In 
our first experiment (3.1.1) and third experiment (3.1.3), the two experiments are based on different datasets and 
the number of images in the datasets is different. In both experiments, UNet achieved excellent results. Therefore, 
UNet’s own efficient architecture is the main reason for its success in small datasets. Similarly, REDCNN also 
achieves good performance using symmetric encoders and decoders. EDCNN introduces a trainable sobel operator 
before the residual connection to enhance the edge information of the output image, thus achieving better results. 
The LDCT denoising network based on CNN showed better performance, while the denoising network based on 
GAN and transformer was overall inferior to the denoising network based on CNN. Additionally, we zoom in on 
the region of interest to focus on detail recovery and edge information. Regarding detail recovery, EDCNN’s 
denoised image shows no obvious noise after enlargement, and the edge details of blood vessels are not blurred, 
indicating that its denoising effect is better than other models. Overall, the top-performing models did not exhibit 
significant differences in structural similarity. 

In deep learning, generalization performance is one of the important metrics for evaluating the stability of 
the model. In our study, we conducted cross-experiments to explore the model’s generalization ability on different 
datasets. UNet shows excellent denoising performance on the same dataset, while OCTNet has better denoising 
performance on different datasets. Therefore, OCTNet has stronger generalization ability than other models. 

In LDCT image processing, model running speed is also an important metric. Experimental results show that 
QAE has the fastest computing speed, which is consistent with its size, but its denoising performance is poor. 
WGAN consists of a generator and a discriminator and uses the VGG network as a feature extractor and complex 
loss function, and its calculation speed is the slowest. Overall, EDCNN balances computational speed and 
denoising performance. 

Our work has some shortcomings that we hope to address in the future. First, in this study, we employed the 
AAPM dataset and the Piglet dataset. The AAPM dataset primarily contains contrast-enhanced abdominal CT 
images, while the Piglet dataset consists of low-dose CT images of experimental pigs obtained by reducing the 
tube current. These two datasets represent different anatomical regions—human abdomen and experimental pig—
providing an opportunity to evaluate the applicability of the models across varying anatomical areas. Further 
validation of the models’ performance on CT data from different anatomical regions allows comprehensive 
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assessment of the denoising methods’ generalizability and applicability. In future research, we plan to test these 
denoising methods on CT datasets from other anatomical regions, such as the brain and chest, to more thoroughly 
evaluate their effectiveness and explore their potential in various clinical scenarios. Secondly, generalizability is 
a key issue. When evaluating the generalization ability of denoising methods, we did not consider their versatility. 
For example, a method trained on brain CT scans should also be applicable to chest CT scans. In future research, 
we plan to test these denoising methods on CT datasets from more anatomical regions (such as the brain, chest, 
etc.) to further explore their transferability and applicability across different anatomical regions. Moreover, transfer 
learning can utilize models pre-trained on large-scale datasets to provide better initial feature representations for 
other related tasks, thereby improving model training efficiency and generalization ability. This is especially 
recognized in medical image analysis [65–67]. In our study, although all models were trained from scratch, we 
acknowledge the potential advantages of transfer learning in enhancing model performance. In future research, we 
plan to evaluate the effectiveness of transfer learning in LDCT denoising, such as using models pre-trained on 
other CT image tasks as initial models and observing their impact on LDCT denoising. We believe that this 
exploration could further improve the denoising performance of the models and validate their broader applicability 
across different datasets and tasks. Finally, although we have conducted many sets of experiments, considering 
many top deep learning models, We need to continue updating the latest neural network models to take advantage 
of the new deep learning advancement. 

5. Conclusion 

In our study, we implemented and evaluated the performance and efficiency of seven LDCT denoising 
models. The results show that UNet has the best performance in terms of PSNR, due to its multi-layer residual 
connected encoder. The output image of EDCNN is most similar to the original image and has the highest structural 
similarity. UNet has better denoising effect, but the calculation time is longer, which will increase the time 
consumption in actual clinical processing. In contrast, EDCNN can balance performance and efficiency, which 
has potential for practical applications. In addition, to assess the model's performance on new data, we evaluated 
its generalization performance, providing a benchmark for future research. 
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